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ABSTRACT

Most studies on Mandarin HTS (HMM-based text-toexte
system) have taken the initial/final as the basmuatic units. It is,
however, challenging to develop a multilingual HTB a
uniformed and consistent way since most of otheguages use
the phoneme as the basic phonetic unit. It becdraes to apply
cross-lingual adaptation which need map phonemes feach
other, particularly in the case of unified ASR a#@lS system due
to the phoneme nature of most of the ASR systemthi$ paper,
we propose a phoneme based Mandarin HTS systenchwias
been systematically evaluated by comparing it with initial/final
system. The experimental results show that theotighoneme as
the acoustic unit for Mandarin HTS is a promisingified
approach, thus enabling better and more uniforneldgment with
other languages while significantly reducing thember of
acoustic units. The flat-start training schemelso @&valuated to
show that the phoneme segmentation problem is dohithout
any performance degradation for phoneme based MianHdaS
system. This performs an automatic approach witlkependency
with particular ASR system.

Index Terms—speech synthesis, Mandarin HTS, flat-start

training, speaker adaptation
1. INTRODUCTION

HTS [1] has recently been found to be of compargpiality with
the state-of-the-art concatenative text-to-speeERS] systems
[2][3]. Furthermore, HTS can easily change
characteristics of synthesized speech by usingaksp adaptation
technique originally developed for speech recognitit has been
shown that supervised speaker adaptation can gl quality
synthetic voices with data of a lower order of magfe than
required to train a speaker-dependent model oruitdl la basic
unit-selection system [4][5][6]. Besides, with wnih framework,
HTS system makes multi-lingual research more easilyessible
for universal researchers.

Mandarin is monosyllabic language where each dglabn
be conventionally decomposed into an initial/fifaimat. The
initial is the initial consonant and the final iket vowel (or
diphthong) part with an optional medial or a namadling in the
syllable. There are a smaller number of phonemeisciteate more

difficulty in precise segmentation and imply a krgearch space

for unit selection. Thus the initial/final is a nedl choice of the

acoustic unit in concatenative Mandarin TTS sindarings more
integrity of acoustic unit, and reasonable seargbace.

Furthermore, the initial/final format is also commhptaken as the
acoustic modeling unit in Mandarin HTS systemsipbytbecause
most of the Mandarin speech synthesis databases aezady
labeled with the initial/final [3][4][7]. Howevera problem is
encountered when sharing acoustic units with déreguage, such
as in a multilingual HTS framework and cross-lingadaptation
research work [8][9]. This is simply because mosttreother

languages take the phoneme as the basic acoudigimpunit. A

similar problem arises when unifying ASR and HTSdels or

performing joint adaptation across ASR and HTS r®dee to

the phoneme nature of most ASR systems [10]. Sexpect one
phoneme base Mandarin HTS system which perfornisaat not
worse than the initial/final one.

In this study, we carried out the experiments tanpare
phoneme with initial/final as the sub-word acousticdeling unit
for Mandarin HTS system. The evaluation resultsagitbthat the
phoneme-based system performed a little better thigial/final-
based system particularly in the adaptation caserevia small
amount of adaptation data is given. This is a psorgiresult since
a phoneme-based system is much easier to use insa- @and
multi-lingual system, where the most other langsagse the
phoneme as the basic modeling unit. Furthermorme,ptoneme
boundary is usually difficult to label well and lywcompared with
initial/final case and depends on a particular ASRtem to do
force-alignment. However, for some languages, mggloehave no
ASR system in hand to do the force-alignment foEpurpose. In
this paper, we investigate the flat-start trainisgheme for
phoneme based Mandarin HTS system to show thatuttie
segmentation can be easily handled without dep@yden ASR

the egoic force-alignment. On the other hand, we can trainrttodel started

with uniformed segmentation instead.

The rest of the paper is organized as follows.datisn 2, the
initial/final and phoneme-based Mandarin HTS systeare
proposed and evaluated with supervised adaptatidraavariety of
enrollment data. Furthermore, in section 3, we stigate the flat-
start training scheme for phoneme-base Mandarin IdiiiSem.
Finally, the conclusions are drawn.

2. PHONEME-BASED MANDARIN HTSSYSTEM

In this paper, the HTS system is built using trerfework from
the HTS-2007 system [4] [6], which was a speakeiptite system
entered for the Blizzard Challenge 2007 and Blidz@hallenge
2008. The HTS-2007 system consists of four main pmments:



speech analysis, average voice training, speakaptatibn and
speech generation. To evaluate the phoneme-bas&d W3 also
built a speaker dependent system, in which we tthin HTS

phoneme-based systems was similar. However, thailitstaof
speech using 5-state models appeared to be bEtterefore, we
used 5-state HMM phoneme model in the subsequgmriexents.

model using speech data from a single speaker only.

Following algorithms and technologies were applieche

speaker-adaptive framework:

¢ Speech analysis: A high quality speech vocodindhotet
called STRAIGHT (Speech Transformation and
Representation using Adaptive Interpolation of The speech database used for building the curremditin TTS
weiGHTed spectrum) [11] was used, in conjunctiothwi systems is licensed from iFlyTek. This databasespscifically
the mixed excitation [12]. designed for speech synthesis containing data fospeakers

«  Training: To simultaneously model the duration foe  having 3 male and 3 female speakers with 1000 fuaiy
spectral and excitation components of the moded, thbalanced utterances per speaker. There are 60@Danges
MSD hidden semi-Markov model (MSD-HSMM) corresponding to 12 hours speech in total. Theldabentain
[13][14] was applied. In order to reflect withirafne  initial/final, tone, part of speech and prosodic ubdary
correlations and optimize all the acoustic featureinformation. The labels have been automaticallysgdrfrom the
dimensions together, semi-tied covariance (STC)ext transcription. The speech database is higlitquacorded in
modeling [15] was applied to enable the use of-full sound-proof rooms using high-quality microphonesd athe
covariance Gaussians in the HSMMs [16]. waveforms are sampled at 16kHz and coded as 16 bit.

+  Speaker adaptive training (SAT): A speaker-adaptive The experiments are conducted to assess the pearioarof
approach in which average voice models are creategpeaker-dependent and speaker-independent with rvisgee
using data from several speakers. The average voicedaptation. It compares the performance of phoriessed and
models may then be adapted using speech from e“arginitiallfinal Mandarin HTS. For speaker-dependerdirting, the
speaker (e.g. [17]). We adopted several technidoies speech data from female speaker ‘f2’, comprisif@Q utterances,
training the average voice model, such as a SATS used. For average voice model training, the neimg speech
algorithm [18]. data from the other five speakers is used. Forkgpeadaptation,

« Speaker Adaptation: adopting advanced adaptatio¥ compared the performances obtained using vagjingunts of
algorithm called constrained structural maximum aadaptation data ranging from 10 to 1000 utterafroes the target

In the initial/final-based system, 5-state leftright HMMs are
used for each unit.

2.2 Experimental evaluations

posteriori linear regression (CSMAPLR) [17]
¢ Speech generation:

Generating smooth and natural

speaker.
The subjective listening test is designed as fadlo607 test

parameter trajectories from HMMs considering theSentences, including 647 sentences from the newsegesed to

global variance (GV) [19] [20].
To evaluating the phoneme-based HTS, we also lailt
speaker dependent system, in which, we train HT8emhasing
speech data from single speaker only.

2.1 Phoneme vs. initial/final

Though several acoustic processing components irs Hife
language-independent, there are still a few langudgpendent
issues that need to be addressed. The sub-wordtaconit needs
to be defined in Mandarin HTS. Mandarin is a tosgllabic
language, where one syllable usually consists efipitial and one
final. In the Mandarin speech synthesis systemtjaiffinal is
commonly deployed as the basic acoustic unit. Hewethe
acoustic units in HTS of most of the other langsagad even
Mandarin ASR are usually phoneme-based. Some ofctbss-
language or multi-language techniques require anoamacoustic
unit, such as the unified phoneme set. Also, ireotd bridge the
gap between Mandarin HTS and Mandarin ASR, it isefieial to
explore the performance of phoneme-based Mandafia here
the same phoneme set can be used as for MandaRn AS

We adopted the SAMPA-C phoneme [21] set which idetu
23 consonants and 18 vowels/semivowels. An exteh@e8TAR
lexicon was used. At the same time, for the irfiizdl set, the
inventory consisted of 21 initials and 38 finals.

For the phoneme-based system we conducted a praliyni
experiment with both 3-state and 5-state models. pfionetic and
linguistic contexts contain phonetic, segment-leggllable-level,
word-level and utterance-level features includiogal features. It
was found that the quality of the synthetic spefeom these two

evaluate naturalness and similarity and 50 senshtic
unpredictable sentences used to evaluate intelifgib are
synthesized. The listening test set is randomigcset as a subset.

To evaluate naturalness and similarity, a 5-pointam
opinion score (MOS) and comparison category raflbgR) tests
were conducted. The scale for the MOS test rangedale from 1
to 5 where 5 denotes completely natural and 1 stafod
completely unnatural. The scale for the CCR testeevdefined so
that 5 indicates it sounds like exactly the samesgre and 1
indicates it sounds like a totally different persaompared to a
few natural example sentences from the refereneaksp. To
evaluate intelligibility, the subjects were askedl transcribe
semantically unpredictable sentences and averaggnpand tone
error rate (PTER) was calculated.

The evaluations were conducted using a standardsemfice
through the browser and the number of listeners taof which
almost all took the test in a quiet laboratory emwiment using
headphones.

We built and evaluated 10 voices denoted as A~Jorgm
them, A, B, C and D are speaker adaptive initizffi systems
adapted using 10, 20, 100 and 1000 sentences t&pak F, G
and H are corresponding phoneme based systemd,aamtJ are
initial/final and phoneme based speaker dependgsiems. The
experimental results are summarized in Table 1.

By comparing phoneme-based system with correspgndin

initial/final system in Table 1, we found that pleome-based
speaker adaptive system outperforms initial/fiygtem, especially
with 10, 20 and 100 adaptation sentences, bothGsMnd PTER.
However, not much difference was found for spealependent



HTS voices between initial/final and phoneme basgstems in
terms of MOS and PTER.

Table 1.Subjective listening evaluation results for Mandari
HTS. SD refers to speaker-dependent and SA refesagervised
speaker-adapted system

Adapt Sub-word #Sent MOS PTER
A SA Initial/Final 10 1.7 39
B SA Initial/Final 20 1.t 56
C SA Initial/Final 100 2.6 37
D SA Initial/Final 1000 3.0 34
E SA Phonem 10 2.3 39
F SA Phoneme 20 2.1 33
G SA Phonem 10C 2.8 32
H SA Phoneme 1000 3.1 33
I SD Initial/Final 1000 3.9 19
J SD Phceme 100( 3.8 19

MOS scores for the naturalness in the subjectstering test
are also summarized in Figure 1. It can be cleadgn that
phoneme based E and F outperform initial/final ¢erpart, A and
B in naturalness having a small number of adaptatiata. For
other comparisons between phoneme and initial/fisydtems,
similar performances are found.

For the similarity listening test, CCR scores arensharized
in Figure 2. We can see that generated waves flmngme based
systems G and H have higher similarities with rfee speeches
than those from initial/final system, denoted as a@d D.
Consistent observations are found for other confpparaettings
between phoneme and initial/final systems.
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Score
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Figure 1:Listening test results for Mandarin: naturalness.

Similarity scores comparing to original speaker (All listeners)

Score

System

Figure 2:Listening test results for Mandarin: similarity.

Clearly the phoneme-based HTS has performed b#tter the

initial/final system, given the same amount of adtipn data, and
the difference is significant particularly for tkase where a small
amount of enrollment data is applied. This is amusing result

since a phoneme-based HTS would be much easiesaadrua

cross- and multilingual HTS framework and offer exa benefits

as discussed above.

For small amounts of adaptation data, the initredifbased
HTS performs worse than the phoneme-based systegerieral,
initial/final-based HTS appears to require more paalgon data
than phoneme-based HTS for supervised adaptatiomce si
initial/final systems have many more units consigrtone. In
comparison with Figure 1 and Figure 2, the phonbased
Mandarin HTS can reach more reasonable performamdes
naturalness than of similarity especially when $raahounts of
adaptation are used.

By comparing speaker dependent with speaker adaptiv
systems, we found that the two speaker-dependesiersg are
significantly better than all speaker-adapted systén terms of
naturalness and similarity, and better than alnadisin terms of
intelligibility, even with all 1000 sentences asapthtion data.
However, comparing the results to those from expeni in
English [6], we may conjecture that the poor resultMandarin
speaker adaptive systems can be attributed to sheofia small
number of training speakers for the average voioeleh Future
experiments will use large amounts of ASR data riont the
average voice model, and we expect this to impreselts as was
the case for English.

3. FLAT-START TRAINING

Considering phoneme segmentation for Mandarin $peec
synthesis, we conducted a preliminary flat-staining experiment

in speaker dependent phoneme-based Mandarin HT&nsysVe
trained speaker dependent phoneme-based Manda@nnibdels
for 6 speakers in iFlyTek.

To evaluate the flat-start training, uniformed titabels were
used as a flat-start scheme to initially train &eealependent HTS
models. Then, the trained HTS model was used tbgreghe
training data for generating refined time labelghe full context



labels. The realigned full context labels were usetiain the HTS
models for a second pass. We can iteratively othah quality
results for the refined context labels and refikdS models.

A formal subjective listening test was conductecet@aluate
the synthesized voices with flat-start training. Asreference
system, full context labels with time labels getedaby force-
alignment using the ASR model were used to trairSHifodels,
referred as ASR_aligned_labeling.

For each HTS system, 10 test sentences which wehaded
in the training data were synthesized, respectielgubjects were
presented with a pair of synthesized speech frdfarent training
methods in random order, and then asked if theetargices are
obviously worse 1, until obviously better 5, comgzhwith the
reference voices. Figure 3 shows the evaluatiantses

3

mi m2 m3

E ASR_aligned_labeling B flat_start_labeling

D 1stHTS_aligned_labeling @ 2ndHTS_aligned_labeling

Figure 3: MOS scores of synthesized speech fromstéat
training models.

Firstly, we evaluated the performance of the ftattstraining
system referred as flat_start_labeling system witifiormed timed
label. It can be easily seen that the performamiciéfferent for case
f2 than for the others. For speaker f2, most of slethesized
voices with flat-start labeling are obviously worskean the
reference voices. However, for other speakersatiegage scores
show that the flat-start voices are slightly womecomparable
with reference ones.

To investigate the potential performance of flairsstraining,
we evaluate the performance of realigned time Iagetystem
denoted as 1stHTS_realigned_labeling system, irclwitie time
labels are generated with force-alignment using Hi& model
using flat-start labeling. For speaker 2, the ager score shows
that the generated voices are still worse thanréfierence ones
though the improvement to previous results is VésilfFor other
speakers, the average score shows that the gehemites are
comparable with reference ones. Since the voicditgquaf the
1stHTS_realigned_labeling system for speaker &ilissomething
below the reference, we continue to evaluate théopeance of
having the second iteration of realigned time lasdgebenoted as
2ndHTS_aligned_labeling system in which the timbela are
generated with force-alignment using the
1stHTS_realigned_labeling HTS models. It slightlytperforms
the reference system.

From the score distribution of listening test, van csee that
the system with realigned time labeling signifidginproved with
more iterations across all speakers. As a conseguénperforms
equally well and or even slightly better than teé&erence system.
It can be concluded that the flat-start trainingesoe can be used

to develop the HTS system having good performandbowt
dependency on ASR models, particularly after twoinds of
realignment. The experimental result is promisirag only for
porting HTS systems to a new language without dégecy on
ASR system but also for unifying the labels betw&aming and
testing.

4. CONCLUSIONS

We carried out experiments to evaluate phonemedblslssdarin
HTS systems compared with initial/final sub-wordtigystem and
found that phoneme based Mandarin HTS systems rpeztb
similarly to the initial/final system. It has aldound that the
phoneme-based speaker adaptive system performeer ndien
adapted with a small quantity of enroliment datae Thitial/final
system requires more adaptation data to reach deesl of
performance. The experimental results indicate that use of
phoneme-based Mandarin HTS is a promising approach,
particularly when integrating the system with thbes phoneme-
based multilingual HTS and ASR systems.

We have also investigated a flat-start trainingesed to train
a phoneme based Mandarin HTS system. The subgéenilng test
results show that flat-start training can perfotrteast equally well
as the reference baseline system. The experimaetllt is
promising not only for porting HTS systems to a nleswguage
without dependency on ASR system, but also uniftesl labels
between training and testing.
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